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Abstract

The azimuthal angle decorrelations of jets most forward and backward in rapidity
(Mueller-Navelet jets) are measured with data collected in pp collisions with the CMS
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cosines are measured for jets with pT > 35 GeV and |y| < 4.7. The results are pre-
sented as a function of the rapidity separation ∆y between jets, reaching a ∆y up to
9.4 for the first time. The results are compared to predictions of various Monte-Carlo
event generators and analytical predictions based on the DGLAP and BFKL parton
evolution schemes. The measurements are also used to investigate effects of parton
showering and multiparton interactions.
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1 Introduction
QCD is well tested in hard processes (

√
s ≥ pT � ΛQCD) and the data are successfully de-

scribed by perturbative QCD (pQCD) calculations within the framework of collinear factoriza-
tion and Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [1–5]. The
study of the dynamics of hadron jets in proton-proton collisions yields important information
about underlying partonic processes. Parton-parton scattering at leading order in the strong
coupling αs produces two outgoing partons which are back-to-back in the azimuthal plane.
The partons manifest themselves as a collimated stream of hadrons, which are the observable
jets. A deviation from the back-to-back configuration occurs if higher order parton contribu-
tions are considered, which can be described by the parton showers initiated by the initial and
final partons in the scattering process.

At high centre-of-mass energies a kinematical domain can be reached where semi-hard par-
ton interactions (

√
s � pT � ΛQCD) play a substantial role. The asymptotic region, where√

s → ∞ is described by Balitsky-Fadin-Kuraev-Lipatov (BFKL) equation [6–8]. Such a sce-
nario might be approximated experimentally in pp collisions by requiring jets of similar pT but
highly separated in rapidity [9], The requirement of 2 jets with similar pT suppresses contri-
butions in the DGLAP scheme, which is based on pT ordering. The azimuthal decorrelation
of jets with large rapidity separation might therefore show effects beyond the DGLAP descrip-
tion. In a kinematic region, where semi-hard parton interactions are important, the azimuthal
angle decorrelations will increase [10, 11] with increasing rapidity separation ∆y = |y1 − y2|
between the jets, where y1, y2 are rapidities of the most forward and the most backward jets
(Mueller-Navelet dijets, MN) [9].

Earlier searches for BFKL effects in hadron-hadron collisions and events with jets widely sep-
arated in rapidity were made at the Tevatron by the D0 experiment [12, 13]. The D0 measure-
ments of azimuthal angle decorrelations were restricted to a rapidity separation ∆y < 6, and
no noticeable indications of BFKL effects were found [12]. Studies of the collision energy de-
pendence of dijet production at large rapidity intervals have found a strong dependence on
collision energy [13].

Recently ATLAS [14] and CMS [15] released measurements of dijet production in pp collisions
at 7 TeV as a function of rapidity separation between jets. The measurements show that the
BFKL effects are not dominant for jets with pT > 35 GeV at collision energy of 7 TeV.

In this paper observables connected to the azimuthal angle decorrelation of MN dijets are pre-
sented.

2 Physics Motivation and Monte Carlo event generators
The normalised cross section as a function of the azimuthal angle difference, ∆φ between MN
jets with pT > pTmin can be written as a Fourier series

1
σ

dσ

d(∆φ)
(∆y, pTmin) =

1
2π

[
1 + 2

∞

∑
n=1

Cn(∆y, pTmin) · cos(n(π − ∆φ))

]
, (1)

The Fourier coefficients Cn(∆y, pTmin) are equal to the average cosines of the decorrelation an-
gle: Cn(∆y, pTmin) = 〈cos(n(π − ∆φ))〉, where ∆φ = φ1 − φ2 is the difference between the
azimuthal angles φ1 and φ2 of the jets most forward and backward in rapidity.

If there are only two jets in final state, then they have to be back-to-back (∆φ = π) in the
azimuthal plane and the average cosines equal unity: 〈cos(n(π − ∆φ))〉 = 1. Due to parton
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radiation the width of the azimuthal distribution is driven by Fourier harmonics involving
〈cos(n(π − ∆φ))〉. According to the BFKL approach, the number of emitted partons increases
with increasing rapidity interval between the MN jets and, hence, the MN jets are no longer
back-to-back in azimuth leading to a decorrelation:

〈cos(n(π − ∆φ))〉 < 1.

Parton-parton scattering in the DGLAP approach should not exhibit strong decorrelation ef-
fects as a function of ∆y, therefore the observation of such decorrelations could indicate the
presence of BFKL contributions.

In this paper the average cosines of the azimuthal angle between MN jets, (π−∆φ), 2(π−∆φ)
and 3(π−∆φ), as suggested in Refs. [10, 11, 16–19], have been measured as a function of rapid-
ity separation ∆y. In addition, the ratios of the average cosines C2/C1 and C3/C2 are measured,
as proposed in Refs. [17–19]. The average cosines reflect special conformal properties of BFKL-
evolution equation [20], which are absent in DGLAP evolution. Moreover, in the ratios one can
expect a suppression of DGLAP contributions [18], hence, the ratios will be sensitive to man-
ifestations of BFKL-effects. In addition, in the ratios uncertainties related with factorization,
renormalization scales are reduced [21].

The measurements were performed with the CMS detector in proton-proton collisions at
√

s =
7 TeV for jets with pT > 35 GeV and |y| < 4.7 allowing a rapidity separation between the MN
dijets of up to ∆y < 9.4. The jets are defined with the anti-kT algorithm [22, 23] with jet size
parameter R = 0.5. The minimal transverse momenta pTmin = 35 GeV for the jets of the MN
dijets were taken equal to avoid possible large effects related with factors log(pT1min/pT2min) in
the double-logarithm approximation.

The measured jet observables, corrected to stable particle level (cτ > 1cm), are compared to
predictions from various MC event generators applying the DGLAP approach in the leading
logarithm (LL) approximation: PYTHIA 6 (version 6.422) [24] tune Z2 [25], HERWIG++ (ver-
sion 2.5.1) tune UE-7000-EE-3 [26] and PYTHIA 8 (version 8.145) [27] tune 4C [28]. In addition
PYTHIA 6 tune Z2 [25] without multiple parton interactions (MPI) as well as PYTHIA 6 tune
Z2 [25] without polar angle ordering (AO) were used to investigate the sensitivity of the mea-
sured jet observables to the details of higher order parton contributions. The measurements are
also compared to the DGLAP-based Monte Carlo generator SHERPA [29], which uses tree level
2 → 2 + n matrix elements matched to LL parton showers (in this work n=0,1,2 was used).
Finally, a comparison with CASCADE 2 generator [30], in which elements of BFKL approach in
the LL approximation are implemented, and with full next-to-leading-logarithm (NLL) BFKL
analytical predictions as obtained in Ref. [21] on the parton level is performed.

3 The CMS Detector
The component of the CMS detector [31] most relevant for this analysis is the calorimeter sys-
tem extending to pseudorapidities |η| = 5.0, where η = − log[tan(θ/2)], and θ is the polar
angle relative to the anticlockwise proton beam direction. The crystal electromagnetic calori-
meter (ECAL) and the brass/scintillator hadronic calorimeter (HCAL) extend to pseudorapidi-
ties |η| = 3.0. The HCAL cells map to an array of ECAL crystals to form calorimeter towers
projecting radially outwards from the nominal interaction point. The pseudorapidity region
3.0 < |η| < 5.0 is covered by the hadronic forward (HF) calorimeter, which consists of steel ab-
sorber wedges with embedded radiation-hard quartz fibers, oriented parallel to the beam direc-
tion. The calorimeter towers in the barrel region have segmentation of ∆η×∆φ = 0.087× 0.087,
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becoming progressively larger in the endcap and forward regions (∆η × ∆φ = 0.175× 0.175 at
η ∼ 4.5).

The CMS trigger system consists of a hardware Level-1 trigger and a software high-level trig-
ger. Jets formed online by the trigger system use ECAL, HCAL and HF inputs for energy
clustering and are not corrected for the jet energy response.

4 Event selection
Dijet events with a large rapidity separation are rare. Therefore, in addition to standard single-
jet triggers, a dedicated trigger for forward-backward dijets was developed. This forward-
backward-dijet trigger selected events with two jets in opposite hemispheres and |η| > 3.0, and
jet raw transverse momentum pT > 15 GeV. It was operated with moderate prescaling, and the
effective integrated luminosity recorded with it is ' 5 pb−1. This resulted in the collection of
a sample of large ∆y dijet events 100 times larger than that collected with single-jet triggers
alone.

The trigger efficiency was measured by means of a control sample selected with the minimum-
bias trigger. The single-jet trigger was found to be 100% efficient for dijets with pT > 35 GeV.
The single-jet trigger was also used for the determination of the efficiency of the forward-
backward-dijet trigger. The latter was 100% efficient for dijets with pT > 35 GeV.

Jets were reconstructed offline from the energy depositions in the calorimeter towers, clustered
with the anti-kT algorithm [22, 23] with jet size parameter R = 0.5. In the reconstruction pro-
cess, the contribution from each tower was assigned a momentum, the absolute value and the
direction of which were given by the energy measured in the tower, and the coordinates of
the tower, respectively. The raw jet energy was obtained from the sum of the tower energies,
and the raw jet momentum from the vectorial sum of the tower momenta. The raw jet ener-
gies were then corrected to establish a uniform relative response of the calorimeter in η and
a calibrated absolute response in transverse momentum pT [32]. The jet energy resolution for
calorimeter jets with pT ∼ 35 GeV is about 22% for |η| < 0.5 and about 10% for 4 < |η| < 4.5
[33]. The uncertainty of the jet energy calibration for jets with pT ∼ 35 GeV depends on η and
is ' 7− 8% [32].

In order to reduce the sensitivity to overlapping pp collisions (so-called “pile-up” events),
events with only one primary vertex reconstructed within the luminous region were used for
the measurement. The primary vertex is required to be present within ±24 cm of the nominal
interaction point along the beamline [34].

Loose jet quality cuts [35] were applied to suppress the effect of calorimeter noise. Events with
at least two jets with pT > 35 GeV and |y| < 4.7 where selected; only jets satisfying these criteria
were used for the analysis.

A Mueller-Navelet dijet is defined as pair of jets passing the above criteria with largest rapidity
separation in the event. The azimuthal angle difference ∆φ between the two jets is measured in
the range 0 < ∆φ < π for three bins of rapidity separations between jets: ∆y < 3.0, 3.0 < ∆y <
6.0, 6.0 < ∆y < 9.4, normalised to unity integral. The average cosines C1 = 〈cos(π − ∆φ)〉,
C2 = 〈cos(2(π−∆φ))〉, C3 = 〈cos(3(π−∆φ))〉 are measured in bins of ∆y up to 9.4. The cosine
ratios C3/C2 and C2/C1 are calculated as ratios of average cosines for each bin in ∆y.
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5 Corrections
The finite jet pT resolution results in jet pT values at detector level that deviate from those
at stable particle level. Due to the steep slope of the pT spectrum, jets with smaller pT may
migrate to higher pT, and thus increase the number of jets in distributions at the detector level.
The finite jet η resolution and measurement offset lead to a finite ∆y resolution and offset, such
that dijets may migrate from one ∆y bin to another.

Jets at stable particle level were obtained from the jets measured at the detector level by apply-
ing correction factors evaluated using Monte Carlo events generated with the PYTHIA 6 (ver-
sion 6.422) Z2 tune and HERWIG++ (version 2.4.1 default tune). These were passed through the
full CMS detector simulation based on GEANT 4 [36]. The simulations with PYTHIA 6 Z2 and
HERWIG++ describe the measurements at the detector level equally well. It was found that bin
migration effects obtained from simulations with either HERWIG++ or PYTHIA 6 Z2 are similar,
and do not exceed 40% at the pT threshold and 20% for the ∆φ distribution.

The correction factors for the ∆φ distributions are determined for each of the three ∆y bins and
each ∆φ bin as a ratio of normalised number of bin entries at stable particle leve to that at level
(Fig. 1). The correction factors for the average cosines are calculated from two-dimensional
(∆φ, ∆y) distributions as the ratio of the number of entries in each bin at stable particle level
to the number at detector level. The obtained correction factors are made smooth with a 2-
dimensional fit and used as weights in the determination of the average cosines for every ∆y
bin. In [32] it was shown that the jet energy resolution for calorimeter jets in Monte Carlo is
6.5-14.9% better than the one in data. These additional corrections are also applied.

6 Measurement uncertainties
The following sources of systematic uncertainty were considered:

1. Jet energy scale uncertainty. The four vectors of the jets were smeared by the jet energy
scale uncertainty, which is pT and η - dependent [32]. The resulting difference of the
upper and lower variation define the uncertainty band.

2. Uncertainty of correction factors. The correction factors were determined from PYTHIA6
Z2 and HERWIG++ and averaged for the central value, while the difference was taken as
the model uncertainty. An additional uncertainty coming from the limited Monte Carlo
statistics was added in quadrature.

3. Jet energy resolution uncertainty in Monte Carlo. The jet energy resolution is different
in the Monte Carlo simulation compared to that obtained in data [32], varying between
7.6% and 23.7% depending on η. This difference was accounted for by extra smearing of
the four vectors of the jets in the Monte Carlo simulation.

4. Uncertainty of η and φ resolutions in Monte Carlo. The angular resolution in the Monte
Carlo simulation was varied by ±10%. It was found that the resulting uncertainty is
negligible compared to the other systematic uncertainties and is therefore neglected.

5. Pileup. The sensitivity of the measurement to pileup was investigated using collision
data. In the analysis the number of primary vertices per event is required to be equal to 1.
However due to finite primary vertex reconstruction efficiency a residual dependence of
observables on pileup may be present. The available datasets were divided into two sets
of runs corresponding to different instantaneous bunch luminosities. The observables
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Figure 1: Correction factors for ∆φ distributions determined for each of the three ∆y bins ∆y <
3.0, 3.0 < ∆y < 6.0 and 6.0 < ∆y < 9.4, respectively.
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obtained from each set of runs were compared, and no dependence on instantaneous
luminosity was found.

Table 1: Sources of systematic effects and the associated uncertainties (%). The ranges corre-
spond to the variation of the uncertainty with ∆φ or with ∆y. For different uncertainty sources,
the minimum and maximum values may correspond to different ∆y bins. For asymmetric un-
certainties the upper and lower limits are shown. Statistical uncertainties are shown for the
data.

Observable JES JER Corrections Total systematic Statistical
∆φ(∆y < 3.0) +(1.5−12.6)

−(1.3−8.9)
+(0.4−11.3)
−(1.1−8.5) 0.3− 3.5 +(2.2−17.2)

−(2.1−11.9) 0.2− 3.4

∆φ(3.0 < ∆y < 6.0) +(0.4−13.8)
−(1.3−9.9)

+(0.1−7.4)
−(0.3−3.6) 0.7− 3.0 +(1.8−15.7)

−(2.2−11.0) 0.5− 4.6

∆φ(6.0 < ∆y < 9.4) +(0.8−38.0)
−(1.0−17.9)

+(2.5−10.1)
−(1.6−11.2) 3.6− 13.0 +(8.6−38.8)

−(5.3−29.4) 4.4− 19.7
C1 1.0− 5.5 0.6− 3.6 0.1− 5.4 1.0− 4.8 0.1− 3.3
C2 1.5− 7.0 1.0− 8.8 0.2− 4.0 1.7− 8.0 0.2− 2.8
C3 1.8− 7.2 1.5− 15.0 0.3− 4.1 2.2− 8.2 0.2− 2.8

C2/C1 0.9− 9.6 0.4− 5.6 0.2− 9.5 1.0− 14.7 0.1− 7.4
C3/C2 0.7− 12.5 0.2− 7.0 0.3− 15.1 0.8− 18.4 0.2− 7.7

The total systematic uncertainty is obtained by summing in quadrature the individual uncer-
tainties, which are summarised in Tab. 1.

7 Results
The measured ∆φ distributions in the three rapidity intervals ∆y < 3.0, 3.0 < ∆y < 6.0 and
6.0 < ∆y < 9.4 are shown in the left column of Figs. 2, 3, 4, together with the predictions
from various MC generators. The systematic uncertainties are shown as a band around the
data points. The measurement shows a high level of correlation in the ∆y < 3.0 (Fig. 2) bin,
while the ∆φ distribution is less peaked at ∆φ ∼ π for 6.0 < ∆y < 9.4 (Fig. 4). This shows the
increasing influence of higher order corrections for larger ∆y. In the right column of Figs. 2, 3,
4 the distributions normalised to the data are shown.

In the central rapidity interval ∆y < 3.0 (Fig. 2) the LL DGLAP based MC generators PYTHIA

6 Z2 and HERWIG++ 2.5 show a fair description of the data within the experimental uncertain-
ties. The LL DGLAP based MC generators PYTHIA 8 4C and SHERPA 1.4, with parton matrix
elements matched to LL DGLAP parton showers, exhibit deviations from the data beyond ex-
perimental uncertainties at small and intermediate ∆φ. In the intermediate (3.0 < ∆y < 6.0)
and large (6.0 < ∆y < 9.4) rapidity intervals, all the considered LL DGLAP-based MC gener-
ator predictions for ∆φ distributions show deviations from the data beyond the experimental
uncertainties (Figs. 2, 3). However, χ2 analysis showed that HERWIG++ provides the best and
overall satisfactory description of the data. The BFKL-inspired generator CASCADE 2 predicts
far too strong decorrelations in the central and intermediate rapidity intervals (no results are
shown for the 6.0 < ∆y < 9.4 interval due to technical limitations of the MC generator).

The average cosines decrease with increasing ∆y in the data, as shown in Figs. 5, 6 and 7. Also
shown are predictions obtained from various MC generators.

In the left column of the Figs. 5, 6, 7, the measured average cosine are compared to the LL
parton shower Monte Carlo generators PYTHIA 6 Z2, HERWIG++ 2.5 and PYTHIA 8 4C.
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Figure 2: Distribution of azimuthal angle difference, ∆φ, between MN jets in rapidity interval
∆y < 3.0 and its comparison to the predictions from LL based MC generators PYTHIA 6 Z2,
PYTHIA 8 4C, HERWIG++ 2.5, SHERPA 1.4 and LL BFKL motivated MC generator CASCADE 2.
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Figure 3: Distribution of azimuthal angle difference, ∆φ, between MN jets in rapidity interval
3.0 < ∆y < 6.0 and its comparison to the predictions from LL based MC generators PYTHIA 6
Z2, PYTHIA 8 4C, HERWIG++ 2.5, SHERPA 1.4 and LL BFKL motivated MC generator CASCADE
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Figure 4: Distribution of azimuthal angle difference, ∆φ, between MN jets in rapidity interval
6.0 < ∆y < 9.4 and its comparison to the predictions from LL based MC generators PYTHIA
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generator CASCADE 2 is not shown due to its technical limitations.
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In the right column of Figs. 5, 6, 7 the measurements are compared to CASCADE 2, to the analytic
NLL BFKL calculations for ∆y range from 4 to 9.4 [21], and to the matrix element generator
SHERPA 1.4. Note, that CASCADE 2 predictions are available only for not too large ∆y (see
above) and stable results of the analytic NLL BFKL calculations at the parton level [21] are
obtained only for ∆y > 4 range. 1

The comparison of the measurement with theory predictions can be summarised as follows
(see Figs. 5, 6, 7):

• PYTHIA 6 Z2 and PYTHIA 8 4C show a slightly stronger decorrelation for the average
cosine at large ∆y than in the data. For < cos(2(π−∆φ)) > and < cos(2(π−∆φ)) >
PYTHIA 6 Z2 and PYTHIA 8 4C show a fair agreement with the data;

• HERWIG++ 2.5 shows a satisfactory agreement with the data on the average cosine.
For < cos(2(π − ∆φ)) > and < cos(2(π − ∆φ)) > HERWIG++ 2.5 begins to show a
stronger decorrelation at large ∆y than is observed in the data;

• SHERPA underestimates the azimuthal decorrelation at large ∆y for the measured the
average cosines;

• CASCADE 2 strongly overestimates the azimuthal decorrelation at large ∆y for the
measured the average cosines;

• the analytic NLL BFKL calculations performed on the parton level [21] tend to un-
derestimate the azimuthal decorrelation compared to the data. However, the very
large uncertainties of the NLL BFKL approximation do not allow a firm conclusion
to be drawn.

As mentioned in the introduction the ratios of cosines are expected to be more sensitive [18]
to BFKL effects than the average cosines and ∆φ-distributions, because of a cancellation of
DGLAP contributions. The measured ratios C2/C1 and C3/C2 as a function ∆y are shown in
Fig. 8 and Fig. 9.

The following observations can be drawn from a comparison with MC generators (see Figs. 8,
9):

• PYTHIA 6 Z2 and PYTHIA 8 4C underestimate the azimuthal decorrelation for the av-
erage cosine ratio C2/C1 at large ∆y compared to the measurement but are consistent
with the data for C3/C2 within the rather large experimental uncertainties;

• HERWIG++ 2.5 overestimates the azimuthal decorrelation for the average cosine ra-
tios C2/C1 and C3/C2 at large ∆y;

• SHERPA underestimates the azimuthal decorrelation at large ∆y for the average co-
sine ratio C2/C1 but is consistent with the data for C3/C2 within the rather large
experimental uncertainties;

• CASCADE 2 strongly overestimates the azimuthal decorrelation at large ∆y for the
average cosine ratio C2/C1 and C3/C2;

• the analytic NLL BFKL calculation performed on the parton level [21] is consistent
with the data on C3/C2 within the experimental and theoretical uncertainties.

The azimuthal angle decorrelation can also depend on effects coming from polar angle ordering
(AO) in the parton showering and multiparton interactions (MPI). The polar angle ordering

1The large and asymmetric uncertainties in the NLL BFKL predictions [21] are caused by omitting subleading
terms, which have been obtained by variation of the parameters of the NLL BFKL approximation (renormalisation,
factorisation and Regge scales).
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is shown on the left. On the right, comparison to MC generator SHERPA with parton matrix
elements matched to LL DGLAP parton shower, LL BFKL inspired generator CASCADE and
analytic NLL BFKL calculations on the parton level (∆y > 4) is presented.
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generator CASCADE and analytic NLL BFKL calculations at the parton level.
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Figure 10: Distributions of azimuthal angle difference (left) between MN jets with 0 < ∆y < 3
compared to PYTHIA6 Z2 without multiple parton interaction modeling or without angular
ordering for parton shower. Detailed comparison is presented as MC/data ratio (right).
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Figure 11: Distributions of azimuthal angle difference (left) between MN jets with 3 < ∆y < 6
compared to PYTHIA6 Z2 without multiple parton interaction modeling or without angular
ordering for parton shower. Detailed comparison is presented as MC/data ratio (right).
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compared to PYTHIA6 Z2 without multiple parton interaction modeling or without angular
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Figure 13: Average < cos (π − ∆φ) >, < cos 2(π − ∆φ) > and < cos 3(π − ∆φ) > compared
to PYTHIA6 Z2 without multiple parton interaction modeling (left) or without angle ordering
for parton shower (right).
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Figure 14: Measured ratios C2/C1 (left) and C3/C2 (right) are compared to PYTHIA6 Z2 with
modified multiple parton interaction modeling and different ordering of parton emissions.
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causes parton emissions at larger angles to be vetoed during parton showering, and effectively
takes into account extra colour quantum interference beyond the LL DGLAP approach. This
leads to an enhanced probability for emission of partons at smaller polar angles and, hence, to
increased azimuthal de-corellations at large rapidities.

To estimate the impact of AO the corresponding option was turned on/off in PYTHIA 6. The
AO condition is built in to MC generators such as PYTHIA 8 and HERWIG++ 2.5 as a colour
coherence effect.

Multiparton interactions, which can produce additional uncorrelated jets, are another source
of azimuthal angle decorrelations. By default, MPI effects are included in the MC generators
PYTHIA 6, PYTHIA 8 , HERWIG++ 2.5, and SHERPA 1.4. To study this effect, the corresponding
option in PYTHIA 6 was used to disable MPI.

The measurements are compared with the MC predictions without AO and without MPI in
Fig. 10, 11, 12. Figure 13 demonstrates that average cosines are sensitive to the parton ordering
scheme in the parton shower and to the details of MPI modelling. A good description of the
data requires polar angle ordering in parton showering.

Another potential source of azimuthal angle decorrelations is non-perturbative hadronisation
of the produced partons. The effects of non-perturbative hadronisation were estimated by
comparison of observables at the parton and stable particle levels, as obtained with PYTHIA6
Z2, giving an increase of the correlation of up to 10 %. The size of the effect is less than the
experimental systematics uncertainties, thus it justifies a direct comparison of the analytical
NLL BFKL calculations [21] performed on the parton level with the measured observables.

8 Conclusion
The first measurement of the azimuthal angle decorrelations of Mueller-Navelet dijets with a
rapidity separation of up to ∆y = 9.4, in proton-proton collisions at

√
s = 7 TeV, is presented.

The measuremed observables include azimuthal angle distributions, average cosines of the
azimuthal angle, double and triple angles, and ratios of the average cosines.

The predictions of the DGLAP-based MC generator HERWIG++ 2.5 demonstrate satisfactory
agreement with the data for all measured observables. Other MC generators of this type -
PYTHIA 6 Z2, PYTHIA 8 4C and SHERPA 1.4 do not provide a good description of all measure-
ments.

The average cosine ratios are particularly sensitive to the details of parton showering and mul-
tiparton interaction: without implementing polar angle ordering in parton showering and mul-
tiparton interactions the considered DGLAP MC generators show significant deviations from
the data.

CASCADE 2, which has incorporated essential elements of LL BFKL but is missing some ele-
ments of collinear factorisation of DGLAP approach, predicts too strong azimuthal decorrela-
tions.

Analytical BFKL calculations performed at next-to-leading logarithmic (NLL) approximation
provide a satisfactory description of the data for the average cosine ratios.

The observed disagreement of LL DGLAP MC generators without polar angle ordering in par-
ton showering may be considered as a hint that the kinematical domain of the present study lies
in transition between the regions described by the DGLAP and BFKL approaches. For further
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investigations of possible manifestations of BFKL effects in these observables, data at higher
energies are needed.
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